Interaction between neocortical and hippocampal networks via slow oscillations
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Abstract

Both the thalamocortical and limbic systems generate a variety of brain state-dependent rhythms but the relationship between the oscillatory families is not well understood. Transfer of information across structures can be controlled by the offset oscillations. We suggest that slow oscillation of the neocortex, which was discovered by Mircea Steriade, temporally coordinates the self-organized oscillations in the neocortex, entorhinal cortex, subiculum and hippocampus. Transient coupling between rhythms can guide bidirectional information transfer among these structures and might serve to consolidate memory traces.
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INTRODUCTION

Understanding how information is processed in the brain is a fundamental problem in neuroscience. We hypothesize that information is represented in the brain as a non-random, spatio–temporal pattern of firing in groups of neurons, also referred to as cell assemblies. In the simplest case, transfer of information involves two structures, or systems, which we refer to as ‘source’ (sender) and ‘target’ (receiver). To understand how information is transferred from source to target, one needs to know how the pattern of information is represented in the source, how this pattern is transferred to the target and, finally, how it is re-represented and stored in the target structure. The information-transfer process in the brain is usually considered unidirectional and passive: the source sends the information to an ever-ready recipient. Here, we suggest a different concept, which we call reciprocal information transfer. This reciprocal process implies that a target structure takes an active role in coordinating the time window within which it is most receptive by initiating the readout of the information from the source structure. Mechanisms of reciprocal information transfer and subsequent storage in the brain must match the following requirements: activation of ‘source’ and ‘recipient’ neuronal assemblies must be correlated temporally (‘source’ before ‘receiver’); and there must be sufficiently strong postsynaptic depolarization of the ‘receiver’ neurons. Oscillations provide the most efficient mechanism to match these requirements because they are apt to create transient periods of synchrony (Buzsáki and Draguhn, 2004; Buzsáki, 2006). Most neural oscillators have features of relaxation (nonharmonic) oscillators and exhibit distinct phases of input (when they can be easily perturbed, reset, advanced or delayed) and output (when they
are refractory. In phase-coupled relaxation oscillator systems synchronization is fast, precise and persistent (Somers and Kopell, 1993). Mainly because of these features, coupled network oscillators comprise a natural substrate for information transfer. Synchronous activation of neurons on the fast time scale in local networks facilitates the formation of cell assemblies (Harris et al., 2003; Singer, 1993) and synaptic plasticity (Bliss and Lømo, 1973; Levy and Steward, 1983; Markram et al., 1997), whereas the timing of local events across structures can be coordinated by slower time scale oscillations. In the discussion below, we illustrate these principles by the interaction of thalamocortical and hippocampal oscillators.

Oscillations in the thalamocortical and hippocampal networks

Both thalamocortical and hippocampal systems have large numbers of oscillators. This brief review of selected rhythms is confined to a few of these patterns.

**SLOW (<1 Hz) RHYTHMS**—Mircea Steriade and his collaborators described a novel, cortical, oscillatory pattern in a series of papers in 1993 (Steriade et al., 1993e; Steriade et al., 1993a; Steriade et al., 1993f; Steriade et al., 1993b), which formed the cornerstone of Steriade's research to the end of his life. They referred to the newly discovered rhythm as ‘slow’ oscillation because of its frequency between 0.5 and 1.5 Hz. Slow oscillation was soon shown also in the human EEG during sleep (Achermann and Borbely, 1997; Amzica and Steriade, 1997; Molle et al., 2002), indicating its crucial importance for neocortical function. An important aspect of slow oscillation is its ability to temporally organize other cortical patterns, such as sleep spindles, gamma oscillations and K complexes (Achermann and Borbely, 1997; Amzica and Steriade, 1997; Molle et al., 2002; Steriade and Amzica, 1998a; Mukovski et al., 2006) and hippocampal sharp wave ripples (Sirota et al., 2003).

Slow oscillations are reflected in fluctuations in the membrane potential of neocortical neurons at the single-cell level. The membrane potential of virtually all neocortical neurons undergoes relatively abrupt transitions from a hyperpolarized DOWN state to a substantially more depolarized UP state (∼10–20mV difference) (Metherate and Ashe, 1993; Steriade et al., 1993e; Steriade et al., 1993f; Steriade et al., 1993b; Cowan and Wilson, 1994; Amzica and Steriade, 1995; Destexhe et al., 1999; Volgushev et al., 2006). The DOWN state is associated with a positive polarity local field potential (LFP) in infragranular layers. Rhythmic shifts between DOWN and UP states have also been described in striatal (Wilson et al., 1990; Stern et al., 1997) and thalamic (Steriade et al., 1993b; Timofeev and Steriade, 1996; Hughes et al., 2002) neurons. Similar dynamics have been described in vitro in the presence of near normal Ca²⁺/high K⁺/low Mg²⁺, either spontaneously or in response to electrical stimulation of the cortex (Shu et al., 2003; Steriade et al., 1993b; Sanchez-Vives and McCormick, 2000), and during application of either mGluR agonists or muscarinic agonists (Beierlein et al., 2000). It has been suggested that both intrinsic cellular and network mechanisms are crucial for the slow oscillations (Wilson et al., 1990; Stern et al., 1997; Shu et al., 2003; Sanchez-Vives and McCormick, 2000) but the necessary and sufficient conditions that determine its frequency (the duration of UP and DOWN states) are still debated. The UP state is accompanied by the synchronous recruitment of numerous cells in the network and changes in input resistance (Steriade et al., 2001; Shu et al., 2003; Waters and Helmchen, 2006). Extensive recurrent collaterals and balanced excitation and inhibition have been hypothesized to be the major requirements for the persistence of the UP state (Shu et al., 2003; Steriade et al., 1993e). Several factors can contribute to the transition from the UP to the DOWN state, including a gradual decrease of extracellular Ca²⁺ and a corresponding decrease in synaptic transmission (Massimini and Amzica, 2001), inactivation of Ih channels (Luthi and McCormick, 1998), and metabolic processes in the neurons (Cunningham et al., 2006).
Ca\textsuperscript{2+} imaging in vitro reveals somewhat similar, although irregular, dynamics in cortical networks, which also fluctuate between brief UP states of synchronous activation of spatially organized ensembles of neurons (attractors), and prolonged DOWN states. This dynamic, which has similar characteristics to the slow oscillation discussed above, depends on synaptic activity and intrinsic currents, but does not have a clear periodicity and is limited to small ensembles of cells (Mao et al., 2001; Cossart et al., 2003). Fluctuation of finite network patterns, similar to the spontaneous events, is also evoked by sensory stimulation in deeply anesthetized animals (Lampl et al., 1999; Tsodyks et al., 1999; Arieli et al., 1996; Anderson et al., 2000; Leopold et al., 2003; Petersen et al., 2003). Thus, the population dynamics of cortical networks might display a random walk between synchronous UP states in subpopulations of neurons, which seem to reflect behaviorally activated states and silence (Kenet et al., 2003). This mechanism might serve to persistently and sequentially activate different cell assemblies (attractors) that might be organized further into finer spatio–temporal dynamics by faster rhythms.

**DELTA WAVES**—The term ‘slow wave sleep’ is derived from the presence of ubiquitous large amplitude patterns (delta waves) in the cortical LFP and scalp EEG during non-REM sleep, immobility and deep anesthesia induced by various drugs (Gloor et al., 1977; Buzsáki et al., 1988; Steriade et al., 1993d). Steriade’s discovery of slow oscillation allowed a redefinition of delta waves and delta oscillations. Neocortical delta waves represent transient (200–500 msec) cessation of synaptic and spiking activity of both principal cells and interneurons in all cortical layers, followed by episodes (0.3–1 sec) of sustained activity (Steriade and Buzsáki, 1990). The widespread cortical silence is associated with a positive wave in the infragranular layers and corresponding negative wave in supragranular recordings. Thus, the criteria of delta waves are identical with the DOWN state of the slow oscillation. From this perspective, therefore, the slow oscillations and delta waves are not separate patterns but the delta wave is DOWN part of the slow oscillation.

Although slow oscillations (and their delta wave component) arise from cortical networks, in the intact brain the thalamus also plays an important role. Oscillations in the delta frequency band (1–4 Hz) have been described in isolated thalamic slices, and the pattern depends on the interaction between IT and Ih currents, activated at hyperpolarized membrane potentials (McCormick and Pape, 1990; Soltesz et al., 1991; Steriade et al., 1991a; von Krosigk et al., 1993). The rhythmic thalamic output can advance the phase of the intrinsic neocortical slow oscillation, resulting in a rhythmic series of delta waves (DOWN states) at delta frequency during stage 4 of slow wave sleep (Kandel and Buzsáki, 1997; Amzica and Steriade, 1998; Steriade and Amzica, 1998b).

**K-COMPLEXES AND SLEEP SPINDLES**—Irregular, relatively sharp potentials occur sporadically in the scalp EEG during non-REM sleep (Loomis et al., 1938; Roth et al., 1956) and under anesthesia (Amzica and Steriade, 1997; Steriade and Amzica, 1998b). This pattern, termed K-complex (Loomis et al., 1938), can arise either spontaneously or be evoked by stimuli of all modalities, including slight positional changes in bed (Halasz et al., 1985; Halasz et al., 2004). Again, in light of the mechanisms of slow oscillations the origin of the K-complex can be redefined. Amzica and Steriade (Amzica and Steriade, 1997; Steriade and Amzica, 1998b) observed that the DOWN–UP transition of the slow oscillation cycle often takes the form of a K complex.

In view of these observations, the K complex is not a separate entity but corresponds to events when the DOWN–UP transition in many cortical neurons is particularly fast and synchronous, as reflected by the LFP. Because sensory stimuli can trigger UP states (Petersen et al., 2003), this might explain why at least some K complexes are associated with sensory inputs in sleeping subjects (Halasz et al., 2004).
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Originally, the K complex was defined as a sharp potential followed by spindle activity (Loomis et al., 1938). Although K complexes and sleep spindles can occur in isolation, slow oscillations can organize these patterns in defined temporal sequences. The magnitude of DOWN–UP synchrony and associated discharges of neocortical neurons vary substantially. The more synchronous the DOWN–UP transition, the more its LFP correlate resembles a K complex. Synchronous discharges of neocortical neurons, in turn, can trigger a thalamocortical spindle. However, in the absence of a strong neocortical volley underlying the K complex, spindles can still be generated because the necessary and sufficient substrate for spindles resides in the thalamus (Mulle et al., 1985; Buzsáki, 1991; von Krosigk et al., 1993). Nevertheless, when a cortical volley arrives to the thalamus at the time a spontaneous spindle is about to occur (i.e. in the recipient phase of the rhythm that underlies spindle event repetitions), it can advance its occurrence.

Many reviews have discussed the mechanisms and functional significance of sleep spindles (McCormick and Bal, 1997; Destexhe and Sejnowski, 2001; Steriade et al., 2001). Briefly, the key EEG pattern of superficial sleep is a waxing–waning oscillatory pattern in the 12–18 Hz frequency range, known as the sleep spindle (Bremer, 1935; Steriade et al., 1993d). The frequency of sleep spindles is set by the cellular properties of reticular nucleus (RE) and the interplay between inhibitory and excitatory volleys of GABAergic neurons in the RE and glutamate-releasing thalamo–cortical cells (Buzsáki, 1991) as shown in vivo (Steriade et al., 1985; Steriade et al., 1987) and in vitro (von Krosigk et al., 1993). Importantly, the intrinsic properties of RE neurons, the interaction between IT and IKCa (Avanzini et al., 1989; Bal and McCormick, 1993), conspire to produce spindle frequency bursts when isolated from thalamic relay cells and the neocortex (Steriade et al., 1987; Bal and McCormick, 1993). If the reticular thalamic nucleus is either damaged or disconnected from the neocortex, sleep spindles are no longer observed either in the thalamus or in the neocortex (Steriade et al., 1985; Steriade et al., 1987; Buzsáki et al., 1988). Rhythmic bursts produced by RE neurons result in large IPSPs in thalamo–cortical cells, sufficient to generate rebound low-threshold Ca\(^{2+}\) bursts, which, in turn, produce long-lasting EPSPs in thalamic reticular cells and trigger the next oscillatory cycle (Deschenes et al., 1984; Buzsáki, 1991; Bal and McCormick, 1993; Huguenard and Prince, 1994; von Krosigk et al., 1993).

Although the thalamic circuit is sufficient to generate spindles (Morison and Bassett, 1945; Deschenes et al., 1984; Contreras et al., 1996; Timofeev and Steriade, 1996), in the intact brain the cortico–thalamic feedback has an important coordinating role. The thalamus is organized locally and does not have the means to produce global synchrony (McCormick and Bal, 1997). The emerging thalamic spindles are transferred to the neocortex via topographic thalamo–cortical projections, and the spatially contiguous or distinct thalamic oscillations are synchronized by cortico–thalamic feedback (Kim et al., 1995; Contreras et al., 1996). Thalamo–cortical spindles represent the first organized pattern in the neocortex in newborn rats and pre-term human babies (Khazipov et al., 2004; Hangau et al., 2006; Milh et al., 2006), although these early spindles are confined spatially. After the establishment of long-range cortico–cortical connections, spindles typically occur virtually synchronously across wide areas of the thalamus and cortex (Verzeano and Negishi, 1960; Contreras et al., 1996; Contreras and Steriade, 1996; Bal et al., 2000). Therefore, we conclude that the cortical synchronizer of sleep spindles during natural slow wave sleep is the slow (<1 Hz) oscillation whose global synchrony depends on long-range cortical connections (Steriade et al., 1993b; Timofeev et al., 2000).

**HIPPOCAMPAL THETA RHYTHMS**—The most prominent oscillation in the mammalian brain is the hippocampal theta rhythm (6–12 Hz) (Green and Arduni, 1954) that is present mainly during locomotion and other ‘voluntary’ movements (Vanderwolf, 1969) and REM sleep (Jouvet, 1969). A crucial structure involved in theta oscillations is the medial septum–
diagonal band of Broca (MSDB), because its lesion or disconnection from the hippocampus abolishes theta (Green and Arduni, 1954; Petsche et al., 1962). GABAergic and cholinergic neurons of the MSDB contribute to the theta rhythm by feed-forward disinhibition of CA1 pyramidal cells via the interneurons, and cholinergic activation of an intrahippocampal CA3 theta oscillator (Buzsáki, 2002). As is the case with thalamo-cortical spindles in which corticothalamic feedback serves as a synchronizer, hippocampal feedback to the medial septum is crucial for producing widespread synchrony (King et al., 1998). However, the hippocampo–septal feedback path is established by long-range GABAergic interneurons (Sik et al., 1994; Dragoi et al., 1999; Gulyás et al., 2003). The septal and intrahippocampal pathways produce a current source in the CA1 pyramidal layer and a sink in the stratum radiatum of CA1. Indeed, these current generators are abolished by atropine (acetylcholine antagonist), but remain intact after lesions of the entorhinal cortex (Buzsáki et al., 1983; Vanderwolf and Leung, 1983; Ylinen et al., 1995b). In addition to the MSDB, the hippocampus receives rhythmic subcortical modulatory inputs from several sources (Kocsis and Vertes, 1994; Vertes and Kocsis, 1997).

A second, extrahippocampal, theta oscillator is located in the entorhinal cortex. Perforant path input to distal dendrites of the CA1 and CA3 pyramidal cells and dentate granule cells is believed to produce current dipoles that are responsible for the large amplitude of theta at around the hippocampal fissure (Buzsáki et al., 1983). This latter oscillator is atropine-resistant, but is abolished by urethane anesthesia and lesions of the entorhinal cortex and originates mainly in layers 2/3 of the entorhinal cortex (Vanderwolf and Leung, 1983; Ylinen et al., 1995b; Kamondi et al., 1998). In support of this hypothesis, many layer 2/3 cells of the entorhinal cortex are phase-locked to the hippocampal theta (Alonso and Garcia-Austt, 1987b; Chrobak and Buzsáki, 1998b; Alonso and Llinás, 1989), and the theta waveshape reverses around layer 2 of the entorhinal cortex (Alonso and Garcia-Austtt, 1987a; Mitchell and Ranck, 1980). The entorhinal and intrahippocampal CA3 theta oscillators vary their frequency and phase relatively independently (Kocsis et al., 1999). Pyramidal neurons do not have a fixed phase relationship with the ongoing theta waves but display systematic phase shifts with behavior. The timing of spikes within the theta cycle (i.e. their phase) is determined by the dynamic interaction between intra- and extra-hippocampal networks so that the phase of spikes correlates with the spatial position of the animal (O’Keefe and Recce, 1993; Skaggs et al., 1996; Harris et al., 2002; Mehta et al., 2002; Dragoi and Buzsáki, 2006).

The precise timing of principal cell spikes is assisted by a consortium of interneurons. Each class of interneuron has its own preferred phase of discharge (Klausberger et al., 2003; Klausberger et al., 2004). In addition to the hippocampus and entorhinal cortex, thalamo-cortical neurons have been identified in all limbic structures, including the perirhinal cortex (Muir and Bilkey, 1998), cingulate cortex (Leung and Borst, 1987; Colom et al., 1988), prefrontal cortex (Siapas et al., 2005), amygdala (Pare and Gaudreau, 1996; Collins et al., 1999; Pare and Collins, 2000), anterior thalamus (Vertes et al., 2001), mammillary bodies and the supramammillary nucleus (Kocsis and Vertes, 1994), and the subiculum (Bullock et al., 1990; Anderson and O’Mara, 2003). Some of these networks also generate their own theta fields. However, to what extent hippocampal theta affects the neocortex and whether neocortical structures can generate their own local theta resonance and oscillation is an open question (Kahana et al., 2001).

**GAMMA OSCILLATIONS**—Several types of cortical (Llinás et al., 1991; Nuñez et al., 1992) and thalamic neurons (Steriade et al., 1991b; Steriade et al., 1993c) display either fast subthreshold resonance or act as bone fide high frequency pacemakers (Gray and McCormick, 1996). Mutually coupled networks of interneurons are sufficient to produce gamma oscillations under certain circumstances (30–90 Hz) in cortical circuits (Jefferys et al., 1996; Steriade et al., 1996; Wang and Buzsáki, 1996; Traub et al., 1999; Bartos et al., 2002). Gamma oscillations are a characteristic feature of network activity in ‘desynchronized’ cortical areas involved in...
processing of incoming sensory information in the awake state or during REM sleep (Singer and Gray, 1995; Maloney et al., 1997). Gamma oscillations have also been observed in vivo in the hippocampus and the entorhinal cortex of rats (Stumpf, 1965; Buzsáki et al., 1983; Chrobak and Buzsáki, 1998a; Bragin et al., 1995a), the amygdala, the entorhinal and perirhinal cortices and the neocortex of cats (Boeijinga and Lopes da Silva, 1988; Gray et al., 1989; Engel et al., 1991; Collins et al., 2001), the neocortex of the monkeys (Kreiter and Singer, 1996) and in the human neocortex (Llinás and Ribary, 1993; Uchida et al., 2001). Gamma oscillations are also induced by various pharmacological manipulations in vitro (Whittington et al., 1996; Buhl et al., 1998; Fisahn et al., 1998). In the hippocampus, at least two distinct gamma generators have been identified: one depends on the perforant path input from the entorhinal cortex, whereas the other emerges in the CA3 region (Bragin et al., 1995a; Csicsvari et al., 2003). Cortical neurons are phase-locked to the local gamma oscillation (Gray et al., 1989; Murthy and Fetz, 1992; Steriade et al., 1996; Csicsvari et al., 2003), which allows them to synchronize within a narrow temporal window. This phase-locking is brought about by volleys of inhibitory currents produced by local interneurons (Buzsáki et al., 1983; Csicsvari et al., 2003; Bragin et al., 1995a; Hasenstaub et al., 2005).

In the hippocampus and the entorhinal cortex, the gamma power is modulated by theta oscillations (Bragin et al., 1995a; Chrobak and Buzsáki, 1998a). Several reviews summarize the mechanisms and functional significance of gamma oscillations (Singer and Gray, 1995; Traub et al., 1998; Engel et al., 2001).

**FAST CORTICAL OSCILLATIONS**—During slow wave sleep, immobility and consummatory behaviors, the hippocampus produces synchronous bursts termed sharp waves (SPWs) (Buzsáki et al., 1983; Buzsáki, 1986). SPWs are large amplitude field potentials that occur irregularly in the CA1 stratum radiatum as a result of a strong depolarization by the CA3 Schaffer collaterals, caused by the synchronous bursting of CA3 pyramidal cells. SPWs are associated with fast-field oscillations (~140–200 Hz), or ‘ripples’, that are confined to the CA1 pyramidal cell layer (O’Keefe and Nadel, 1978; Buzsáki et al., 1992). The importance of SPWs derives from the observation that during its time window, 50 000–100 000 neurons discharge synchronously in the CA3–CA1–subicular complex–entorhinal complex (Chrobak and Buzsáki, 1996; Csicsvari et al., 1999; Csicsvari et al., 2000). Neuronal participation in the population discharge is not random; instead, each SPW event represents an exhaustive ‘search’ in the autoassociative CA3 recurrent network (Ylinen et al., 1995a; Csicsvari et al., 2000). Importantly, the ‘content’ of the SPW events is determined by previous experience of the animal (Buzsáki, 1989; Skaggs and McNaughton, 1996; Wilson and McNaughton, 1994; Kudrimoti et al., 1999; Nadasdy et al., 1999; Lee and Wilson, 2002). Because of its behavior-relevant content and because of the 3–5-fold gain of network excitability during the SPW (Csicsvari et al., 1999), this endogeneous hippocampal-output pattern, which is active during ‘off-line’ states of the hippocampus, might have a crucial role in transferring transient memories from the hippocampus to the neocortex for permanent storage (Buzsáki, 1998; Buzsáki, 1989; Buzsáki and Chrobak, 1995; Chrobak and Buzsáki, 1998b; Siapas and Wilson, 1998; Lorincz and Buzsáki, 2000).

The mechanisms of SPWs and ripple generation are not fully understood. Lesions of the entorhinal cortex or medial septum do not abolish SPWs (Buzsáki et al., 1983), in fact, the incidence of SPWs increases after severing the entorhinal inputs. This might be caused by the removal of tonic and phasic feed-forward activation of local inhibitory neurons by the mossy fibers of granule cells (Bragin et al., 1995b; Penttonen et al., 1997; Acsady et al., 1998). The physiological role and mechanisms of the fast oscillatory ripple that accompanies SPW events (Ylinen et al., 1995a; Csicsvari et al., 2000) are not well understood. Nevertheless, its importance is illustrated by the observation that the temporal structure of ripples changes in disease, and the emergence of superfast ripples are pathognostic in the diagnosis of temporal
lobe epilepsy in humans (Bragin et al., 1999; Staba et al., 2004). High-frequency ripples are also present in the neocortex where they occur either spontaneously or in response to sensory stimulation (Kandel and Buzsáki, 1997; Grenier et al., 2001; Jones and Barth, 2002).

Slow oscillations, delta waves, K complexes, sleep spindles, theta waves, gamma oscillations and fast, transient (ripple) oscillations are present in all mammalian species and are associated with similar behaviors. Network oscillators of each kind have remarkably similar temporal frequencies and duration, although the presence of hippocampal theta oscillations in higher mammals is debated (Kahana et al., 2001), despite several orders of magnitude difference in brain size (Steriade, 2001; Buzsáki, 2006).

Information transfer by oscillatory coupling

Network oscillations and the neuronal synchrony they create offer a plausible mechanism for the storage, readout and transfer of information between different structures. Oscillations impose a spatio–temporal structure on neural ensemble activity within and across different brain areas. In general, synchronous activation of neurons by local, fast oscillations can facilitate activation of cell assemblies and synaptic plasticity, whereas the timing of local events can be coordinated by the slower oscillations. The key factors in this process are the limited conduction velocities of axons and spike transmission delays, (i.e. the time required from the arrival of a presynaptic volley to the discharge of the postsynaptic cell). Recruitment of neurons is usually limited to a single cycle because the spread of activity is either terminated or constrained by the build-up of inhibition. Therefore, during one cycle of fast oscillations only a small volume of neurons is recruited. By contrast, slow oscillations allow for the recruitment of neurons in a large neuronal space and, therefore, temporal organization of events across structures. Because slower oscillations affect larger neuronal populations, they often modulate the power of faster oscillatory events. Simply by changing the phase offset, the phase modulation mechanism can reverse instantaneously the direction of information transfer (Bragin et al., 1995a; Steriade et al., 1996; Chrobak and Buzsáki, 1998b; Steriade and Amzica, 1998a; Molle et al., 2002; Sirotà et al., 2003; Buzsáki and Draguhn, 2004; Siapas et al., 2005; Buzsáki, 2006). In the remainder of the review, we illustrate how the slow oscillations described by Steriade interact with various other rhythms across brain structures.

Slow oscillations unify neocortical and paleocortical networks

Because the size of participating neuronal pool correlates with the duration of the oscillatory cycle, various brain rhythms can set differential functional boundaries between brain structures. In the waking, exploring animal, the prominent hippocampal theta oscillations functionally define the limbic system, including all those structures whose neurons are routinely phase-modulated by hippocampal theta rhythm (Buzsáki, 2002). As discussed above, hippocampal and paleocortical networks are engaged in coherent theta oscillations. This might not be surprising given the bidirectional connectivity between paleocortical and hippocampal (archicortical) structures (Witter, 1993; Suzuki and Amaral, 2004). How do these systems interact with each other in the absence of theta oscillations?

Changes in brain state are associated with different oscillatory regimes in all brain areas, so the state changes result in different dynamics of the activity across the brain (Fig. 1). As discussed earlier, deep, slow-wave sleep is characterized by widespread, synchronized, oscillatory patterns that are defined primarily by spatially coherent delta waves (Achermann and Borbely, 1997) during which spiking activity of nearly all principal cells and interneurons in the neocortex is suspended (Steriade and Buzsáki, 1990; Battaglia et al., 2004). Under anesthesia, similar but longer silent periods alternate regularly with active, spiking epochs (Steriade et al., 1993b; Steriade et al., 1993f; Steriade et al., 1993b; Amzica and Steriade, 1995; Destexhe et al., 1999). Steriade and collaborators have emphasized that the silent and
active periods of slow oscillation involve brain areas several millimeters from each other (Steriade et al., 1993f; Amzica and Steriade, 1995; Achermann and Borbely, 1997; Battaglia et al., 2004) but the spatial extent of slow oscillations has not been determined. In fact, the front of neocortical DOWN–UP transition can form a traveling wave (Massimini et al., 2004) and less synchronous DOWN states can be relatively local (Fig. 2).

Our investigations in rats confirm and extend Steriade's observations in the cat. Using simultaneous recordings of local field potentials and extracellular-unit activity in one cortical area and intracellular activity in another cortical area, we found that the extent of cortical silence is coordinated through virtually the entire neocortex and paleocortex (Isomura et al., 2006). DOWN states are recognized visually by the hyperpolarized membrane potential in intracellular recordings and by positive going local field potentials in deep layers associated with a reduction of fast activity and either the absence or extreme paucity of extracellularly recorded spikes. As Fig. 3 illustrates, UP–DOWN fluctuations of the membrane potential and associated rhythmic alternation of population discharge and silence occur coherently across the neocortex, entorhinal cortex and subiculum. The strong coherence between the intracellular and extracellular signals and the significant correlation between the power fluctuations of LFP and the intracellular signal are confined to the slow oscillation band. The mechanisms of such widespread synchrony are yet to be elucidated. The thalamus is unlikely to have a crucial role because it does not have the necessary anatomical networks to generate widespread synchrony (Contreras et al., 1996). A further ‘paradox’ is that the delay between activity in the deep and superficial layers at the same cortical site is often longer than the delay between the activity in deep layers at distant neocortical and paleocortical locations (Kandel and Buzsáki, 1997; Krupa et al., 2004). This is a paradox because distant intercortical communication arises from the axon collaterals of superficial neurons whereas axon collaterals of deep layer neurons are largely local with major subcortical projections (Szentagothai, 1978). One potential explanation is that slow oscillations emerge in the strongly local and recurrent circuits of layer 5 (Shu et al., 2003; Luczak et al., 2007). If oscillations in various neocortical and paleocortical modules emerge with a relatively similar frequency, then weak coupling through even sparse connections and occasional resetting of phase might be sufficient to maintain coherent local oscillations.

Hippocampal network patterns are affected by slow oscillations

The excitatory front of the UP states can spread to the hippocampus via the entorhinal cortex. This is evidenced by sinks in the dentate molecular layer and str. lacunosum-moleculare of the CA1 region, the main targets of the entorhinal cortex, that follow DOWN–UP transition in either the neocortex (Sirota et al., 2003; Wolansky et al., 2006) or the entorhinal cortex (Fig. 4a) (Isomura et al., 2006). Moreover, UP-state-associated sleep spindles are associated with the spindle-frequency currents in the CA1 str. lacunosum-moleculare and the dentate molecular layer (Sirota et al., 2003), the targets of the entorhinal inputs (Amaral and Witter, 1989). As expected, granule cells and other neurons of the dentate area fire coherently with the input from the entorhinal neurons during the slow oscillation (Fig. 4b). The engagement of the dentate circuit is demonstrated further by the power increase of the gamma oscillation during the UP phase of the slow oscillation (Fig. 5). By contrast, the phasic inputs in the distal dendrites of CA1 pyramidal cells are not reflected faithfully by the population output of this region. Although a large fraction of CA1 pyramidal neurons tends to discharge coherently with the cortical UP state, several individual neurons show no apparent phase relationship and others discharge preferentially during the cortical DOWN state.

The dentate circuit appears to act as a ‘barrier’ because it largely shields the effects of entorhinal inputs on neurons of the intra-hippocampal regions. Intracellular and extracellular unit recordings reveal that substantial numbers of CA3 pyramidal cells fire preferentially when both
entorhinal and dentate gyrus neurons are silent (DOWN state). At the network level this firing activity is expressed in the form of self-organized gamma oscillations as evidenced by gamma power increase in the CA1 str. radiatum, the major target of the CA3 output (Fig. 5). As a result, populations of CA1 neurons can be active together during the UP state, driven either directly by the layer 3 entorhinal input or by the dentate–CA3–CA1 trisynaptic pathway, whereas in the DOWN state the self-organized activity in the CA3 region is their main driving force. In contrast to neocortical and paleocortical areas, the membrane potential of most hippocampal cells has a unimodal, though skewed, membrane potential distribution. However, there is an apparent phase-specific modulation of the membrane potential of hippocampal cells by the neocortical slow oscillation, which is in register with unit and field observations (Isomura et al., 2006). The differential recruitment of different hippocampal regions by the slow oscillation is distinct from the neocortex. Quiescence and gamma frequency power in the neocortex is modulated by slow oscillations in all layers (Steriade et al., 1993e; Hasenstaub et al., 2005; Mukovski et al., 2007). If the dentate, CA3 and CA1 regions are conceived of as layers, our findings show that regions of the hippocampus can work either together as a feed-forward multi-layer system or separately, because of the gating property of the dentate and the ability of the CA3 recurrent system to produce self-organized patterns.

**Hippocampal output is biased by neocortical inputs**

In addition to gamma oscillations, the CA3–CA1 region also gives rise to the most synchronous hippocampal pattern, the SPW–ripple complex (Buzsáki, 1996; Chrobak and Buzsáki, 1996), but at a significantly reduced rate in anesthetized compared to drug-free rats (Ylinen et al., 1995a). The synchronous discharge of CA1 neurons and downstream subicular and entorhinal neurons provides the most effective output to the neocortex (Chrobak and Buzsáki, 1994). In addition to self-organized gamma oscillations, SPW ripples also emerge in the DOWN state. Nevertheless, the majority of hippocampal ripples in both anesthetized and sleeping animals occur during the UP state, particularly after the DOWN–UP transition (Fig. 6) (Isomura et al., 2006; Moelle et al., 2006). As discussed earlier, the DOWN–UP transition is a crucial state because it can trigger K complexes and sleep spindles (Amzica and Steriade, 1997; Massimini et al., 2004; Molle et al., 2002). The temporal association of hippocampal ripples and sleep spindles in the neocortex on the scale of ~1 sec has led investigators to hypothesize that the hippocampal SPW output is responsible for the DOWN–UP shift and the occurrence of sleep spindles in neocortical networks (Siapas and Wilson, 1998; Battaglia et al., 2004).

However, even if such functional link exists, it is extremely week. Intracellular recordings in layer 5 entorhinal cortical neurons reveal that SPW ripples can depolarize and discharge these neurons in both UP and DOWN states (Chrobak and Buzsáki, 1996; Isomura et al., 2006). However, this depolarization is transient and the membrane potential returns quickly to its previous level (Fig. 6a), which argues in favor of circuit as opposed to intrinsic cellular mechanisms of slow oscillations. More refined analysis of the SPW/ripple-sleep spindle relationship reveals that the temporal sequence of neuronal organization is in the reverse direction; namely, the neocortical input can temporally bias the occurrence of CA3 spiking and consequent CA1 ripples (Sirota et al., 2003; Isomura et al., 2006). The synchronous cortical unit discharges associated with the thalamocortical spindles occasionally led to an increased firing of hippocampal neurons within 30–50 msec, and this increased activity was often associated with a SPW/ripple complex.

**Functional implications of the periodic ‘rebooting’ of neocortical, paleocortical and hippocampal activity by slow oscillations**

Our findings indicate that the slow rhythm described by Steriade resets local activity in vast neocortical areas, and that the paleocortical entorhinal and subicular structures and the dentate gyrus of the hippocampus are integral parts of the transient quiescence of slow oscillations.
Although the CA3 and CA1 networks can sustain organized patterns in the DOWN state, the hippocampal output, as represented by SPW/ripples, is also biased by the slow oscillation. The temporal bias on hippocampal SPWs and thalamocortical spindles brought about by the cortical slow oscillations probably have important functional consequences for the transfer of information among these structures. Although the crucial details of this mechanism are not known, the following framework might guide further experimentation.

After each DOWN state, the neocortex self-organizes its global activity from locally generated patterns (Steriade and Amzica, 1998a; Luczak et al., 2007). The behavioral relevance of these organized oscillatory patterns is illustrated by the finding that the amplitude and interregional coherence of slow oscillation increase following a declarative memory task (Molle et al., 2004). Furthermore, brain stimulation at the frequency of slow oscillation during non-REM sleep improves post-sleep memory performance (Marshall et al., 2004; Marshall et al., 2006). Recent observations in both anesthetized and resting, nonanesthetized animals reveals that activity of neocortical neurons has a non-random spatiotemporal pattern (Prut et al., 1998; Hoffman and McNaughton, 2002; Ikegaya et al., 2004; MacLean et al., 2005; Mokeichev et al., 2007), and these events are triggered by synchrony onset (UP state) (Luczak et al., 2007). Similarly, at the level of the hippocampus recruitment of neurons during SPW/ripples has a non-random spatiotemporal structure (Csicsvari et al., 2000). Often, the spatiotemporal pattern of firing of neurons during sleep correlates with that in the previous waking state (Wilson and McNaughton, 1994; Skaggs and McNaughton, 1996; Nadasdy et al., 1998; Buzsáki, 1989; Hirase et al., 2001; Lee and Wilson, 2002; Ribeiro et al., 2004; Ji and Wilson, 2007). Furthermore, activation of such spatiotemporal patterns is more probable during a sleep session following than preceding a learning experience in familiar (Lee and Wilson, 2002; Ribeiro et al., 2004; Ji and Wilson, 2007) or novel (Nadasdy et al., 1998; Kudrimoti et al., 1999) environments, which may indicate plastic changes in the synaptic matrix. Alternatively, differences in firing statistics of neurons between two sleep episodes might be explained by changes in the structure of sleep rhythms induced by the learning experience (Gais et al., 2002; Cantero et al., 2002; Molle et al., 2004).

It has been hypothesized that transfer of information between the neocortex and hippocampus takes place in different states and different times. During learning, the neocortical information that enters the hippocampus by way of the entorhinal cortex alters the synaptic weights in hippocampal circuits. During subsequent sleep the self-organized patterns that underlie SPWs will utilize the strongest synaptic connections, including those that are recently modified. These new patterns, in turn, can transfer the learned hippocampal information to the neocortex by repeatedly depolarizing and modifying cortical synapses (Buzsáki, 1989).

A caveat in the hypothetical, two-stage process of information transfer and memory is the absence of a mechanism to coordinate the time of the hippocampal output with the ongoing activity in the neocortex and guide the hippocampal output to the neocortical circuits that gave rise to input to the hippocampus during the experience. The temporal coordination of neocortical sleep spindles, gamma bursts and hippocampal SPWs by the slow oscillations offers such a mechanism. DOWN–UP transition, which, perhaps, involves thalamocortical spindles, triggers organized firing patterns of cortical neurons which, in turn, lead to activation of specific subpopulations of hippocampal neurons. These activated hippocampal neurons give rise to SPW-related synchronous outputs to readdress the neocortex. Because SPW is a punctuate event whereas the sleep spindle is temporally protracted, the hippocampal output can be directed to the still active neocortical assemblies. The temporal coordination of these events facilitates conditions in which unique neocortical inputs to the hippocampus and, in turn, hippocampal outputs to the neocortex might be modified selectively (King et al., 1999; Sirota et al., 2003; Steriade and Timofeev, 2003). In this reciprocal information-transfer
The neocortex serves as the target (‘receiver’) of the information from the ‘source’ (sender) hippocampus.

Neocortical slow oscillations might coordinate both the time and content of the information transfer from the hippocampus. Providing experimental support for this framework requires demonstration that specific assemblies in the neocortex–entorhinal cortex–hippocampus axis during sleep are brought about by waking experiences (Huber et al., 2004). Nevertheless, the discovery of slow oscillations in the neocortex by Mircea Steriade offers clues to an important missing link in this process.
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Fig. 1. Characterization of the slow oscillation state

(A) Power spectrogram of LFP in CA1 pyramidal layer (inset shows electrode track) during >2.5 hours recording. Note a clear, isolated band of spontaneously occurring theta epoch at 3–4 Hz. (B) Power spectrogram of membrane potential fluctuation in a layer 3 entorhinal cortical neuron (inset). (C) Coherence between LFP and the intracellular potential. Note the high coherence values (yellow to red) at ~0.7 Hz from 0 to 4000 sec changing gradually to coherence at theta frequency. (D) Distribution of membrane potential values as a function of time. Note the bimodal fluctuation of membrane potential during slow oscillation and the persistent depolarization during UP state, which is characterized by hippocampal theta activity. Only epochs with strong power of slow oscillations were used in subsequent analyses.
Fig. 2. Global and local neocortical DOWN states (delta waves) during SWS
(A) Example of simultaneously recorded LFP and unit activity at three intracortical locations (~1 mm spaced). Note that DOWN states (shaded area) can be synchronous and global (D1, D4) and local (D2, D3). (B) Example of bilateral, 64-channel, epidural EEG recordings in the rat during SWS. Negativity in the EEG is associated with deep delta wave (inset). Typically, delta waves are globally synchronized (d3), but can be localized to one side (d1), posterior (d2) or central (d4) regions.
Fig. 3. Synchronization of the neocortex and paleocortex by the slow oscillation
(A) Field potential recordings in superficial (s) and deep (d) layers of the prefrontal cortex (PFC) (dots represent unit discharges) and intracellular activity in a layer 5 entorhinal cell (EC5). (b) Phase-locking of DOWN–UP transitions in different neurons to the neocortical slow oscillation. Each row represents a normalized slow oscillation phase histogram (color-coded for magnitude) of DOWN–UP transitions of membrane potential in neocortical (NC), EC5 and superficial (EC2 and EC3) cells, and subiculum (SUB). The reference LFP electrode was in CA1 pyramidal layer in each experiment. White trace, average LFP. Note the similar preferred phase of DOWN–UP transitions in neocortical and deep entorhinal neurons, and consistent phase shift (∼60°) in superficial cells and subiculum.
Fig. 4. Neo-/paleocortical input-dependent activity of hippocampus during slow wave sleep

(A) Current-source density (CSD) and superimposed LFP traces of simultaneously recorded events in the neocortex (top) and the hippocampus (bottom). Delta wave (red source in layer 5, LV, marked by black arrow) is followed by a sleep spindle (black star). DOWN–UP state transition is indicated by orange dashed line. In the hippocampus, the entorhinal cortex-mediated DOWN–UP transition is reflected by a phase-reversal of LFP and a sink (blue) in the molecular layer (white arrow). Horizontal arrow, neocorticodentate time lag (~100 msec). Gray star, sharp wave in CA1 striatum radiatum. (B) Activity in the entorhinal cortex and hippocampus relative to the onset of the UP state in the entorhinal cortex (time zero in all plots). From top to bottom: color-coded stacked cross-correlograms of EC neurons, average LFP (layer 5; blue) and gamma power (red) in EC, color-coded, stacked, cross-correlograms of DG, CA1 and CA3 neurons (recorded in separate sleep sessions). Each line is a single neuron.
Fig. 5. Slow oscillation phase- and layer-dependence of hippocampal gamma oscillation
(A) Multisite local-field recording in the hippocampus and intracellular trace from an entorhinal layer 3 neuron (EC3) during anesthesia. (B) Distribution of the membrane (top) and average spectrogram of the local field potential in str. radiatum (middle) and molecular layer (bottom) triggered by DOWN–UP transitions \( (n = 2298 \text{ epochs}) \). Note increased gamma power in str. radiatum during the DOWN state and in the molecular layer during the UP state. (C,D) Data from natural sleep. (c) Multisite LFP recording in the hippocampus (traces, top) and CSD map (bottom) from the neocortex (NC; bottom panel). LFP trace in NC is from layer 5. Note train of gamma oscillation in str. radiatum (black arrow) during the DOWN state of the neocortex (source, red). (d) Average spectrograms of LFP in NC, CA1 str. radiatum (CA1r) and lacunosummolecular e (CA1lm) triggered by the onset of activity following the delta wave \( (n = 98 \text{ events}) \). Note similar patterns to (a and b).
Fig. 6. Relationship between slow oscillation and hippocampal sharp wave/ripple complex
(A) Example of activity in a layer 3 entorhinal neuron and associated spectrogram of LFP in CA1 pyramidal layer under anesthesia (arrows, ripples). Note transient depolarizations during both DOWN and UP states after ripples. (B) Example of neocortical delta waves (white arrows, LFP traces and CSD map) and associated spectrogram of LFP in CA1 pyramidal layer during SWS.